
2. Number fields.

In this section we discuss number fields. We introduce the norm and trace maps, dis-
criminants, the R-algebra FR and the C-algebra FC associated to a number field F . No
knowledge of Galois Theory is assumed. We prove the Theorem of the Primitive Element
and this suffices for our purposes.

Definition 2.1. A number field F is a finite field extension of Q. The dimension of F as
a Q-vector space is called the degree of F . It is denoted by [F : Q].

Examples of number fields are Q, Q(i), Q( 4
√

2), Q( 3
√

3,
√

7) of degrees 1,2,4 and 6 re-
spectively. Another example is the field Q(ζn) where ζn denotes a primitive n-th root of
unity. Since the n-th cyclotomic polynomial is irreducible and has degree φ(n), we have
[Q(ζn) : Q] = φ(n). Here φ(n) = #(Z/nZ)∗ denotes Euler’s φ-function.

Let F be a number field of degree n and let x ∈ F . Multiplication by x is a Q-linear
map x : F −→ F . With respect to a Q-basis of F , this map is multiplication by an
n× n-matrix Mxwith rational coefficients.

Definition 2.2. Let F be a number field of degree n and let x ∈ F . The Norm N(x) of x
is det(Mx) while the Trace Tr(x) is equal to the trace of the matrix Mx. The characteristic
polynomial fxchar(T ) ∈ Q[T ] of x is

fxchar(T ) = det(T · Id−Mx).

Since the matrix Mx has rational entries, fxchar(T ) = Tn + an−1T
n−1 + . . .+ a1T + a0 is

in Q[T ]. Since we have Tr(x) = −an−1 and N(x) = (−1)na0, the trace and the norm of x
are in Q. The characteristic polynomial, the trace and the norm of x are well defined since
they do not depend on the basis with respect to which the matrix Mx has been defined.
The norm and the trace have the following properties.

N(xy) = N(x)N(y);

Tr(x+ y) = Tr(x) + Tr(y).
for every x, y ∈ F .

The characteristic polynomial fxchar(T ), and therefore the norm N(x) and the trace Tr(x)
of an algebraic number x depend on the field F that contains x. Usually it is clear from
the context what the relevant field F is. In order to avoid ambiguities we occasionally may
write TrF (x) for Tr(x) and NF (x) for N(x). See Exercise 2.11.

Definition 2.3. Let F be a number field of degree n and let ω1, ω2, . . . , ωn ∈ F . We
define the discriminant ∆(ω1, ω2, . . . , ωn) by

∆(ω1, ω2, . . . , ωn) = det(Tr(ωiωj)1≤i,j≤n).

Since traces are in Q, so are discriminants. In the rest of this section we prove some basic
properties of the characteristic polynomial, the norm and trace maps and discriminants.
The following theorem says that every number field can be generated by one element only.
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Theorem 2.4. (Theorem of the primitive element.) Let F be a finite extension of Q.
Then there exists θ ∈ F such that F = Q(θ).

Proof. It suffices to consider the case where F = Q(α, β). The general case follows by
induction. We must show that there is θ ∈ F such that Q(α, β) = Q(θ).

We will take for θ a suitable linear combination of α and β: let f(T ) = fαmin(T ) the
minimum polynomial of β over K. Let n = deg(f) and let α = α1, α2, . . . , αn be the

zeroes of f in C. The αi are all distinct. Similarly we let g(T ) = fβmin(T ) the minimum
polynomial of β over K. Let m = deg(g) and let β = β1, β2, . . . , βm be the zeroes of g
in C. Since Q is an infinite field, we can find t ∈ Q such that

t 6= βi − β
α− αj

for 1 ≤ i ≤ m and for 2 ≤ j ≤ n,

or equivalently,

tα+ β 6= tαj + βi for 1 ≤ i ≤ n and for 2 ≤ j ≤ m.

Put
θ = tα+ β

The polynomials h(T ) = g(θ − tT ) and f(T ) are both in Q(α)[T ] and they both have α
as a zero. The remaining zeroes of f(T ) are α2, . . . , αm. If any of these were also a zero
of g(θ− tT ), then for some j ≥ 2 the number θ− tαj would be equal to some zero βi of g.
This contradicts the choice of t.

It follows that the gcd of f and g in the ring Q(θ) has a single zero of multiplicity
one and must therefore be equal to c0 + c1T for certain c0, c1 ∈ Q(θ). It follows that
α = −c0/c1 is in Q(θ). Then β = θ − tα is also in Q(θ) and the proof is complete.

Corollary 2.5. Let F be a finite extension of degree n of Q. There are exactly n distinct
field homomorphisms φ : F −→ C.

Proof. By Theorem 2.4 the field F is of the form Q(α) for some α. Let f be the minimum
polynomial of α over Q. Then the map Q[X]/(f)→ Q(α) given by evaluating polynomials
in α is a well defined isomorphism of fields. Any ring homomorphism φ : Q[X]/(f) −→ C
has the property that φ(q) = q for all q ∈ Q. Since f = 0 in Q[X]/(f), the complex
number φ(α) must be a zero of f .

Conversely, evaluating in a complex zero of f is a homomorphism Q[X]/(f) −→ C.
Since f is irredcible of degree n, it has n distinct zeroes in C. Therefore there are exactly
as many distinct homomorphism F −→ C. This proves the corollary.

Definition 2.6. Let F be a number field of degree n. The ring homomorphisms F −→ C
whose images are contained in R are also called real embeddings. We denote their number
by r1. The ring homomorphisms F −→ C whose images are not in R are called complex
embeddings. They come in complex conjugate pairs. We denote the number of pairs by r2.

We have
r1 + 2r2 = n.
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Example. Consider the number field F = Q(α), where α4 = 2. In other words, α is a zero
of the irreducible polynomial X4− 2 ∈ Q[X]. The field F is isomorphic to Q[X]/(X4− 2)
and the four ring homomorphisms Q[X]/(X4 − 2) −→ C are given by evaluating polyno-
mials in Q[X] in the four complex zeroes ± 4

√
2 and ±i 4

√
2 of f . Equivalently, these are the

unique ring homomorphisms Q(α) −→ C that send α to ± 4
√

2 and ±i 4
√

2 respectively. We
have r1 = 2 and r2 = 1.

The number field Q admits a unique field homomorphism into the field of complex num-
bers C. It is the inclusion map. Its image is contained in the subfield R. So, we have
injective ring homomoprhisms

Q ↪→ R ↪→ C. (∗)

By Corollary 2.5 a number field F admits in general several ring homomorphisms into C.
Their images are not necessarily contained in R. The generalization of (∗) to an arbitrary
number field F involves R-algebras and C-algebras that are not necessarily fields.

Let F be a number field. By Theorem 2.4 there is an element α ∈ F for which we
have F = Q(α). In other words F = Q[X]/(f) where f ∈ Q[X] denotes the minimum
polynomial of α. We put FR = R[X]/(f) and FC = C[X]/(f). Here (f) denotes the
principal ideal generated by f inside Q[X], R[X] and C[X] respectively. We have natural
injective ring homomorphisms

F ↪→ FR ↪→ FC.

See Exercise 2.5 for the injectivity. The R-algebra FR is equal to the tensor product F ⊗R
and, similarly, the C-algebra FC is the tensor product F ⊗C. In these notes we avoid the
language of tensor products.

We denote the ring homomorphisms C[X]/(f) −→ C given by evaluating in the com-
plex zeroes α1, . . . , αn of f by φ1, . . . , φn respectively. Their restrictions to F = Q[X]/(f)
are precisely the ring homomorphisms F −→ C that appear in the proof of Corollary 2.5.
Let Φ denote the homomorphism C[X]/(f) −→

∏n
i=1 C given by Φ(y) = (φ1(y), . . . , φn(y))

for y ∈ C[X]/(f). Since it is clearly injective, Φ is an isomorphism of C-algebras. There
are natural injective ring homomorphisms

F ↪→ FR ↪→ FCyΦ∏n
i=1 C

Proposition 2.7. Let F be a number field of degree n and let x ∈ F . Then
(a)

N(x) =
n∏
i=1

φi(x) and Tr(x) =
n∑
i=1

φi(x).

(b)

fxchar(T ) =
n∏
i=1

(T − φi(x)).
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(c)
fxchar(T ) = fxmin(T )[F :Q(x)]

Proof. Let x ∈ F . Multiplying by Φ(x) is a C-linear map from FC to itself that restricts
to the multiplication by x map F → F . Let ei denote the i-th vector in the canonical
basis of

∏n
i=1 C. It satisfies e2

i = ei and eiej = 0 for every j 6= i. Therefore multiplication
by Φ(x) is given by multiplication by a diagonal matrix with entries φi(x) for i = 1, . . . , n.
Its characteristic polynomial is therefore

∏n
i=1(T − φi(x)). Since may compute the char-

acteristic polynomial of x ∈ F also with respect to any Q-basis of F , this is also the
characteristic polynomial of x. This implies (b) and hence (a).

For part (c) let g(T ) ∈ Q[T ] be an irreducible divisor of fxchar(T ). By part (b) has
one of the complex zeroes φi(x) as a zero of g. Since g has rational coefficients, we have
that φi(g(x)) = g(φi(x)) = 0. Since φi is an injective field homomorphism, it follows
that g(x) = 0. Therefore fxmin divides g and by irreducibility we have that g = fxmin.
Since g is an arbitrary irreducible divisor of the characteristic polynomial, it follows that
fxchar(T ) is a power of fxmin. Finally, the degree of fxchar is n = [F : Q] and the degree of
fxmin is [Q(x) : Q]. This easily implies (c).

Next we discuss the basic properties of discriminants.

Proposition 2.8. Let F be a number field of degree n and let ω1, ω2, . . . , ωn ∈ F . Then
(a) we have

∆(ω1, ω2, . . . , ωn) = det(φi(ωj)1≤i,j≤n)2.

(b) ∆(ω1, ω2, . . . , ωn) 6= 0 if and only if ω1, ω2, . . . , ωn is a basis for F as a vector space
over Q.

(c) If ω′i =
∑n
j=1 λijωj with λij ∈ Q for 1 ≤ i, j ≤ n, then one has that

∆(ω′1, ω
′
2, . . . , ω

′
n) = det(λij)

2∆(ω1, ω2, . . . , ωn).

Proof. (a) Proposition 2.6 implies that for every i, j = 1, . . . , n we have
∑n
k=1 φk(ωiωj) =

Tr(ωiωj). Therefore we have the following equality of matrices

(φi(ωk))(φi(ωk)) = (Tr(ωiωj))

and (a) easily follows.
(b) The monomials 1, X . . . ,Xn−1 form a a basis of the Q-vector space F = Q[X]/(f).
They are also an R-basis of the real vector space FR = R[X]/(f) and a C-basis of the
complex vector space F = C[X]/(f). Therefore, n elements ω1, . . . , ωn in F form a basis
of the Q-vector space F if and only if their images in FR are an R-basis of the real vector
space FR = R[X]/(f) and if and oly if their images in FC are a C-basis of the complex
vector space F = C[X]/(f).

For j = 1, . . . , n the image of ωj in FC
∼=
∏n
i=1 C is the vector φi(ωj). Therefore the

elements ω1, . . . , ωn form a Q-basis of F if and only if the vectors φi(ωj), for j = 1, . . . , n,
are a C-basis of FC. By linear algebra this happens precisely when the determinant of the
square matrix (φj(ωi)) is not zero. Part (b) now follows from (a).
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(c) We have the following matrix product

(λi,j)(σj(ω
′
k)) = (σi(ωk))

and (c) follows from (a).
This finishes the proof of the proposition.

Corollary 2.9. Let F be a number field of degree n over Q. Let ω1, . . . , ωn ∈ F . Then
ω1, . . . , ωn form a basis for F as a Q-vector space if and only if det(φj(ωi)) 6= 0 if and only
if ∆(ω1, ω2, . . . , ωn) 6= 0.

Proof. This is clear.

The rest of this section is devoted to the R-algebra FR. As before we have F = Q(α).
Let f ∈ Q[X] denote the minimum polynomial of α. It has r1 real zeroes and r2 pairs of
complex conjugate zeroes in C −R. They correspond to the r1 real embeddings F ↪→ R
and r2 pairs of complex conjugate embeddings F ↪→ C. The Chinese remainder Theorem
implies that evaluating in the r1 real zeroes and in one of each of the r2 pairs of non-real
zeroes is an isomorphism of rings

FR = R[X]/(f)
∼=−→

r1∏
i=1

R×
r2∏
i=1

C.

We have the following commutative diagram of ring homomorphisms

F ↪→ FR ↪→ FC∣∣∣∣∣∣ y yΦ

F ↪→
∏r1
i=1 R×

∏r2
i=1 C ↪→

∏n
i=1 C

The image of F is dense in FR. The homomorphism F ↪→
∏r1
i=1 R ×

∏r2
i=1 C is given

as follows. The real coordinates are obtained by applying the realembedding φ while the
complex ones are obtained by applying one of each of the r2 pairs of complex conjugate
embeddings. Here our choice should agree with the choice made above. The homomor-
phism

∏r1
i=1 R ×

∏r2
i=1 C ↪→

∏n
i=1 C is the inclusion map R ⊂ C on the real coordinates

while it is the map z 7→ (z, z) on the complex ones.

Example. Let α = 4
√

2 be a zero of T 4 − 2 ∈ Q[T ] and let F = Q(α). The minimum
polynomial of α is T 4 − 2. It has two real roots ± 4

√
2 and two complex conjugate roots

±i 4
√

2. Therefore we have r1 = 2 and r2 = 1. The R-algebra FR is isomorphic to R×R×C
Let φ1 and φ2 denote the two real embeddings. They are given by φ1(α) = 4

√
2

and φ2(α) = − 4
√

2. The non-real complex conjugate embeddings are φ3 and φ4, given by
φ3(α) = i 4

√
2 and φ4(α) = −i 4

√
2. The map

F −→ FR = R×R×C

is, given by x 7→ (φ1(x), φ2(x), φ3(x)) for x ∈ F .
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Exercises.

2.1 Let φ : Q→ C be a field homomorphism. Show that φ(q) = q for every q ∈ Q.
2.2 Find an element α ∈ F = Q(

√
3,
√
−5) such that F = Q(α).

2.3 Let F = Q( 6
√

5). Describe the homomorphism F −→ FR explicitly.
2.4 Let F be a number field with r1 ≥ 1, i.e. F admits an embedding into R. Show that the

only roots of unity in F are ±1.
2.5 Let K be a subfield of a field L and let g ∈ K[X]. Show that the natural homomorphism

K[X]/(g) → L[X]/(g) is injective. Here (g) denotes the ideal generated by g in K[X] and
L[X] respectively.

2.6 Let F be a number field of degree n and let x ∈ F . Show that for q ∈ Q one has that

Tr(qx) = qTr(x),

T r(q) = nq,

N(q) = qn.

Show that the map Tr : F −→ Q is surjective. Show that the analogous statement for the
norm N : F ∗ −→ Q∗ is, in general, false.

2.7 Let F ⊂ K be number fields. Let x ∈ F and put d = [K : F ]. Show that NK(x) = NF (x)d

and TrK(x) = dTrF (x).
2.8 Let F be a number field of degree n and let α ∈ F . Show that for q ∈ Q one has that

N(α− q) = fαchar(q). Show that for q, r ∈ Q one has that N(q − rα) = rnfαchar(q/r).
2.9 Let α = ζ5 + ζ−1

5 ∈ Q(ζ5) where ζ5 denotes a primitive 5th root of unity. Calculate the
characteristic polynomial of α ∈ Q(ζ5).

2.10 Consider the field Q(
√

3,
√

5). Compute ∆(1,
√

3,
√

5,
√

15) and ∆(1,
√

3,
√

5,
√

3 +
√

5).
2.11 Let F = Q( 4

√
2) and let x =

√
2 = ( 4

√
2)2 ∈ F .

(a) Show that the characteristic polynomial of x is fxchar(T ) = T 4 − 4T 2 + 4, that its norm
is NF (x) = 4 and its trace is TrF (x) = 0.

(b) The element x is cointained in the subfield F ′ = Q(
√

2). Compute the characteristic
polynomial of x as an element of F ′. Compute NF ′(x) and TrF ′(x).

2.12 Let F be a number field. Let ω1, . . . , ωn ∈ F be a Q-basis of F . Show ∆(ω1, . . . , ωn) has
sign (−1)r2 . As usual, r2 denotes half the number of embeddings F ↪→ C whose image is not
in R.

2.13 Let F be a number field of degree n. Let Tn+an−1T
n−1 + . . .+a1T +a0 be the characteristic

polynomial of α ∈ F . For k ≥ 0 let pk denotes the power sum φ1(α)k + . . . + φn(α)k. Here
The φi denote the embeddings F ↪→ C.
(a) Show that pm+n + am+n−1pn−1 + . . .+ a1pm+1 + pm = 0 for every m ≥ 0
(b) Show

∆(1, α, . . . , αn−1) = det((pi+j−2)1≤i,j≤n).

2.14 (Newton’s formulas) Let K be a field and let α1, α2, . . . , αn ∈ K. We define the symmetric
functions sk of the αi by

n∏
i=1

(T − αi) = Tn − s1Tn−1 + s2T
n−2 + . . .+ (−1)nsn.

We extend the definition by putting sk = 0 whenever k > n. We define the power sums pk
by

pk =

n∑
i=1

αki for k ≥ 0.
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Show that for every k ≥ 1 one has that

(−1)kksk = pk − pk−1s1 + pk−2s2 − pk−3s3 + . . . .

In particular

s1 = p1, −2s2 = p2 − p1s1, 3s3 = p3 − p2s1 + p1s2, −4s4 = p4 − p3s1 + p2s2 − p1s3, . . .

(Hint: Take the logarithmic derivative of
∏n

i=1
(1− αiT ).)

2.15 Let f(T ) = T 4 + T + 1 ∈ Q[T ].
(a) Show that f is irreducible.
(b) Show that the power sums p0, p1, p2, p3, p4, p5, p6 are equal to 4, 0, 0,−3,−4, 0, 3 respec-

tively.
(c) Compute the discriminant of f(T ).

2.16 Let f(T ) = T 5 − T + 1 ∈ Z[T ]. Show that f is irreducible. Determine r1, r2 and the
discriminant of f .

2.17 (Vandermonde) Let A be a commutative ring and let α1, α2, . . . , αn ∈ A. Prove the equality

det


1 1 . . . 1
α1 α2 . . . αn
α2
1 α2

2 . . . α2
n

...
...

. . .
...

αn−1
1 αn−1

2 . . . αn−1
n

 =
∏

1≤i<j≤n

(αj − αi).

2.18 Let K be a field and let f ∈ K[T ] be a polynomial of degree n. Suppose that we have
f(T ) =

∏n

i=1
(T − αi) ∈ K[T ] for certain elements α1, α2, . . . , αn in some splitting field of f

Then the discriminant Disc(f) of f is defined by

Disc(f) =
∏

1≤i<j≤n

(αi − αj)2.

Suppose F = Q(α) is a number field. Let f denote the minimum polynomial of α. Show

∆(1, α, . . . , αn−1) = Disc(f) = (−1)
n(n−1)

2 N(f ′(α)).

(Hint: Differentiate the relation f(T ) =
∏n

i=1
(T − αi) and substitute T = αj .)

2.19 Let K be a field and let a, b, c ∈ K.
(a) Prove that Disc(Tn − a) = nnan−1.
(b) Compute Disc(T 2 + bT + c) and Disc(T 3 + bT + c).

2.20 Let K be a field, let b, c ∈ K∗ and let β1, β2, . . . , βr ∈ K and γ1, γ2, . . . , γs ∈ K. Put
g(T ) = b

∏r

i=1
(T − βi) and h(T ) = c

∏s

i=1
(T − γi). The Resultant Res(g, h) of g and h is

defined by

Res(g, h) = bscr
r∏
i=1

s∏
j=1

(βi − γj).

Show that for any f ∈ K[X] we have

Disc(f) = (−1)
n(n−1)

2 Res(f, f ′).
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2.21 (Resultants) Let K be a field and let α1, . . . , αr ∈ K. Put g = b
∏r

i=1
(T −αi) and let h, h′ ∈

K[T ] be non-zero polynomials of degree s and s′ respectively. Suppose that h ≡ h′ (mod g).
(a) Show that Res(g, h) = (−1)rsRes(h, g).
b) Show that Res(g, h) = bs

∏
α:g(α)=0

h(α).

(c) Show that bs
′
Res(g, h) = bsRes(g, h′)

(d) Using parts (i) and (ii), describe an efficient algorithm, similar to the Euclidean algo-
rithm in the ring K[T ] to calculate resultants of polynomials.

2.22 Let K be a field and let f ∈ K[T ]. Show that f has a double zero if and only if Disc(f) = 0.
Let h ∈ Z[T ] be a monic polynomial. Show that it has a double zero in Fp if and only if the
prime p divides Disc(f).

2.23 Consider the extension L = Fp(
p
√
X, p
√
Y ) of the field K = Fp(X,Y ). Show that the theorem

of the primitive element does not hold in this case. Show that there are infinitely many
distinct fields F with K ⊂ F ⊂ L.

2.24 Let Fq be a finite field of q elements. Let K be a finite extension of degree n of Fq. Show
(a) there exists α ∈ K such that K = Fq(α).
(b) there are precisely n distinct embeddings φi : K −→ Fq.
(c) the discriminant ∆(ω1, . . . , ωn) = det(Tr(ωiωj)) is not zero if and only if the elements

ω1, . . . , ωn form an Fq-basis for K. Here the trace Tr(α) of an element α ∈ K is∑n

i=1
φi(α). (Hint: copy the proof of Prop.2.9)
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